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Abstract—Large dimension data of Hyperspectral Image (HSI) 

leads to high computation cost, more execution time and increase the 
memory demand; therefore, difficulty arises during the classification 
of HSI. Unsupervised-BSA (band selection algorithm) using linear 
projection (LP) dependent band metric similarity has considered for 
informatics band selection of HSI. However, space complexity and 
time constrain is very big challenge for many feature algorithm. In 
this paper, we will use monogenetic binary feature (MBF) to get the 
local and monogenic feature from each pixel. The extracted feature 
from the combined monogenetic parameter will be used for effective 
classification process. In post processing, the classification of 
extracted feature from the MBF is perform by the Neural Network 
(NN) and to provide an enhanced generalization ability we introduce 
a kernel based NN, and considering the unknown feature mapping. 
To validate the performance of proposed hyperspectral classification 
algorithm, we will compared with several state-of-the-art. 
 

Keywords—Hyperspectral Image (HSI), Linear Projection (LP), 
Neural Network (NN), Band Selection Algorithm (BSA) and 
Monogenetic Binary Feature (MBF) 

I. INTRODUCTION 

THE HSIs are very high-resolution images with the more 
number of continuous spectrum, which causes the large 
spectral information to keep and form a difficulty at 
processing of HSI [1]. Large dimension data of HSI leads to 
high computation cost, more execution time and increase the 
memory demand; therefore, difficulty arises during the 
classification of HSI. To reduce the dimension of HSI is the 
pre-processing step that apply significance role at the 
classification of image; both feature selection (FS) and the 
feature extraction (FE) are majorly used approach for the 
‘dimension-reduction’. FS is an approach of selecting 
appropriate feature subset for the construction of model; FE-
Approach follow different technique from a FS-Approach, in 
this FE produces newly features from the original features 
function. However, FSA returns a feature subset and the 
selection technique also used in HSI domains (i.e., for many 
features).  

The FS can be get through a band transformation method such 
as Band Selection Algorithm (BSA). This BSA separated in 
two categories; supervised-BSA has used in terms to preserve 

 
 

the preferred objective information and unsupervised BSA has 
used to find the best informative bands that without knowing 
of any objective info. There are many approaches has 
proposed for the BSA; for example, divergence [2] and 
canonical analysis [3] has performed for the selection of band, 
JM-distance [4] and the B-distance [5] has used for the 
selection function of prior bands. However, these techniques 
mainly aim towards obtaining important information of 
selected bands, also to provide better FS results than of 
unsupervised-BSA. Nevertheless, the obtain information was 
not enough to get reliability like unsupervised-BSA; therefore 
it is necessary to implement unsupervised-BSA. There has 
been many unsupervised-BSA has proposed by researchers, 
information-theory-based BS has found in [6] [7], distance-
based-measurement has investigated in paper [8], noise-
adjusted PCA (principal component analysis) were adopted 
for the unsupervised BS in [3] and, several methods were 
compared by [9]. Du et al. [10] proposed an unsupervised BS-
algorithm thru linear prediction based similarity metric for 
band, they shown in result section that their approach 
provided a better result w.r.t several other algorithms in class-
reparability and the information conservation. Feature 
selection is an operational methodology to reduce the input 
dimensionality of features thru preserving several important 
information for the HSI classification that will be 
advantageous to decrease ‘computational complexity’ and 
reducing the redundancy [11] [12]. There are some popular 
feature extraction techniques are available such as, minimum-
noise fraction (MNF [13]), principal component analysis 
(PCA [14]), sparsity preserving projection (SPP [15]), local 
preserving projection (LPP [16]), multi-structure manifold 
embedding (MSME [17]), and sparsity preserving analysis 
(SPA [18]), etc. However, several important information for 
the HSI classification has cannot obtain properly, therefore the 
classification performance degrade. 

In this paper, unsupervised-BSA using linear projection 
dependent band metric similarity has considered for band 
selection, this method not demand any class prior information 
to classify the data analysis phase. Afterwards, we presents an 
efficient and multiresolution approach i.e., monogenetic 
binary feature (MBF), monogenetic signal representation can 
be given by three operational component; phase, amplitude 
and orientation. MBF can be used as individually ‘or’ 
combined to optimize the feature performance. In post 
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processing, the classification of extracted feature from the 
MBF is perform by the Neural Network (NN), which contain 
a hidden layer and a output layer, assignment of weight in 
between hidden layer and NN input can be done randomly. 
NN-classifier has applied to get the probability-classification 
output through the obtained extracted features; the selection of 
NN tends to effective computation in less time and gives 
better-classified results. To provide an enhanced 
generalization ability we introduce a kernel based NN, and 
considering the unknown feature mapping. The cross-
validation that based on the available training-samples has 
used to adjust the kernel of NN and the weights of output 
layer can be estimate thru Linear Regression Analysis (LRA). 
To validate the performance of proposed hyperspectral 
classification algorithm, we will compared with several state-
of-the-art. 

Rest of the paper has organized as follows; section-II 
represents the several state-of-the-art, section-III provides the 
knowledge of our proposed methodologies, section-IV 
provides the brief knowledge of selected dataset and accuracy 
of classification process and, afterwards we makes some 
conclusion-remarks. 
.  

II. LITERATURE SURVEY  

HSI leads to high computation cost, more execution time 
and increase the memory demand; therefore, difficulty arises 
during the classification of HSI. To reduce the dimension of 
HSI is the pre-processing step that apply significance role at 
the classification of image. Due to the benefits of in-depth 
knowledge, in this paper [19], a standardized in-depth feature 
extraction (FE) method has obtained for (hyperspectral image) 
HSI classification with the help of a convolutional-neural-
network (CNN). The method which is introduced by employs 
few of the pooling layers and the convolutional is to abstract 
in-depth features from HSIs, wherein they are invariant, 
discriminant and nonlinear. These few important features are 
beneficial for target detection and classification of an image. 
Moreover, to represent the basic problems of disproportion 
between less availability and higher dimensionality of training 
sections for the ordering or grouping of the HSI, to overcome 
the overfitting in modelling of the data class, the several 
approaches such as dropout and the L2-regularization has 
examined. More significantly, we introduce a 3-D CNN-based 
model known as feature extraction including the 
regularization, which is been combined such that from 
hyperspectral-imagery an essential spectral spatial features can 
be extracted. 

In paper [20], a NILE (near-isometric-linear-embedding’s) 
method is been introduced so that low-dimensional features 
can be extracted from HSI (hyperspectral-imagery). In the 
data of HIS, the near-isometric-linear-embedding’s tries to 
conserve local nearest neighbour’s isometric ally for all the 
different points with the linear deterministic projection matrix, 
which has fewer rows. For the construction of the matrix the 
problems is similarly transformed as a problem called as 

affine rank minimization where in it stores the norms of all 
difference spectral vectors among the pairwise pixels data of 
the HIS(hyperspectral-imagery). In convex program to reduce 
the problem of rank minimization, a scheme of nuclear norm 
minimization has introduced and used. To resolve the major 
problems alternating direction method of multipliers (ADMM) 
framework is been implemented and as per the requirement 
the projection matrix is acquired. 

In paper [21], introduce an improved version of volumetric 
directional pattern such it can be used proficiently for 
extracting information with high spatial context in HSI 
(hyperspectral imagery). In the inputs of HSI, the newly 
introduced method combines the texture information from 3 
sequential bands. For assigning the object category the local 
image texture features has extracted for each pixel of attention 
are then provided into an extreme-learning classifier. The 
information, which is Spatial, has presented major support for 
classification of HSI (hyperspectral image). For abstracting 
the features of spatial texture, the Local Binary Pattern (LBP) 
[22] can be used, although it is unable to capture the features 
of the structural and textural of images at different resolutions. 
Therefore, to achieve the better features of spatial from HSI 
(hyperspectral imagery) a scheme called as multiscale is 
presented on CLBP (Complete LBP), also on the LBP. On two 
different HSI data sets the experiments where performed 
which proved that the scheme which is introduced can 
increase the accuracy in classification of both CLBP and LBP. 

In paper [23], because of the redundant spectral information 
and high dimensionality in a HSI (hyperspectral image), the 
LDA (linear discriminant analysis) and PCA (principal 
component analysis) has normally used for the extraction of 
features. By transforming LDA (linear discriminant analysis) 
and PCA (principal component analysis) to the problems of 
the regression and on the regression coefficients the I_1-norm 
constraint are imposed, for the better and improved version for 
extraction of features a SDA (sparse discriminant analysis) 
and SPCA (sparse principal component analysis) is been 
developed. This paper [24], Deep-learning based has 
presented the better and favourable performance for the 
classification of the HSI (hyperspectral image), due to their 
ability of abstracting deep features from HIS. Although, a 
high number of training samples are required in these types of 
techniques. Normally, to deliver illustrative feature expression 
for HSI (hyperspectral image) it is quite hard for deep-
learning model when there is a limited number of samples. In 
this document a RGF (rolling guidance filter), a basic and easy 
deep-learning model novel and R-VCANet (vertex component 
analysis network) is been introduced, which provides better 
accuracy whenever the amount of training samples is not 
available in large quantities.    

III. PROPOSED HYPERSPECTRAL CLASSIFICATION ALGORITHM 

 
However, the HSI contains a very high spectral correlation, 
due to that; the dimension reduction by spectral feature is an 
important pre-processing parameter to get a compact set but 
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useful spectral features. The reduction in dimensionality can 
be get through a band transformation method such as Band 
Selection Algorithm (BSA). This BSA separated in two 
categories; supervised-BSA has used in terms to preserve the 
preferred objective information and unsupervised BSA has 
used to find the best informative bands that without knowing 
of any objective info. In this paper, unsupervised-BSA using 
linear projection (LP) dependent band metric similarity has 
considered, this method not demand any class prior 
information to classify the data analysis phase. In LP-BSA 
[10], the two bands and has chosen; there selected 
subset can be given thru,  

 (1) 
 

(1) 

In order to obtain the third band , the subset of selected 
band should be update as 

 (2) 
 

(2) 

The equation 2 has to repeat until the bands in is 
become more enough and the current subset of band 
contains and to select the 3rd band, which is unlike of 

bands and , considering the band can be predicted as;   

 (3) 

The LP of band can be denote by through 

bands and , the minimizing parameter   
can minimize the LPE (i.e. Linear Prediction 
Error: ). The minimal square 

solution can be given as; 

 (4) 

Where, the matrix form of input data has denoted thru , 

which is in matrix and the 1st column include one 

value, 2nd-column having all pixels in band and, the 3rd-

column include all pixels in band and represents 

the vector matrix including all pixels in . The most 

unlike band compared to and has maximize the error 

and it will chose as the band for the . 
 
In order to obtain the texture analysis of HSI the MBF [25] is 
come in to picture and, monogenetic signal representation can 
be given by three operational component; phase, amplitude 
and orientation. The MBF can be compute through; MBF-P, 
MBF-A and MBF-O, this are the code words of phase, 
amplitude and orientation. This operator can be form through 
combining local variation parameters and local image-
intensity parameters given thru [25]; 

 
(5) 

 

(1) 

 
(6) 

 

(1) 

 
(7) 

 

(1) 

The number of pattern in can be given by 

 (8) 

The imaginary parameter of monogenetic signal can be 
represents at pixel that encoded in 2-bits 

( . This above three MBF can be used as 

individually feature for further classification, also they can be 
used combined to optimize the feature performance. 
Here, all local-histograms at several regions and scale will 
concentrate as a single vector of histogram to present the 
enhanced HSI image and the histogram of MBF-P, MBF-A 
and MBF-O can be given as; 

 (9) 

Where, number of ‘sub-region’ at each scale given by is 

feature map on a  scale y and denotes the 

histogram vector of  
Here, the classification of extracted feature from the HBF is 
perform by the Neural Network (NN), which contain a hidden 
layer and a output layer, assignment of weight in between 
hidden layer and NN input can be done randomly. Moreover, 
the linear output layer weights can be calculated thru Linear 
Regression Analysis (i.e., LRA [26]) therefore, the computed 
cost will be much lesser than other NN-based approach. At 
given number of classes M, the labels of class has given 
through, 

 (10) 

Where,  is a constructed row-vector and can be given as, 

 (11) 

Equation (11) denotes the class number from that an 
individual sample belongs, as for example, if the 1st element 
of is 1 and the other value is -1, then we can say that 
sample is belong from the nth classes. The training samples 
and their corresponding labels can be represent as;  

, Where  
(12) 

Moreover, with the hidden nodes, the NN output function 
can be given through 

 

 

(13) 

Where, denotes the ‘weight-vector’ that connecting the 

input nodes to th hidden node, denotes the  ‘weight-

vector’ that connecting the output nodes to th hidden 

node, denotes the function of non-linear activation 

and is the bias-vector of th ‘hidden-node’. Here, linear 

product of function has computed thru and 

some value (e.g., 1) is padded with , then a dimension 
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vector  is ( ). Though the bias vector can be taken 
as the weight-vector element that can be assign randomly and 
above (13) equations for  can be given as,  

 (14) 

Where, represents the output matrix of hidden layer in 
neural network. 

 (15) 

 (16) 

The hidden-layer output matrix can be written as, 

 

 

 
 
 
 
 

(17) 

     

 

(18) 

Where, is a matrix function of and equation (18) is 

hidden nodes output with respect to input function that 

maps the from H-dimension hidden nodes to the -

dimension vector. Generally, the hidden neurons number ( ) 

is very lesser than training samples number ( ), and equation 
(14) can be rewritten for the LRA as, 

 (19) 

Where, is the inverse generalized function matrix [27] 
and it can be shown as, 

 
(20) 

The above equation (20) can provide the generalization and 
stability to the NN, a +ve parameter ( ) is added to 

individual diagonal element (i.e., ), therefore, the NN 
classification output is given thru, 

 

 

(21) 

In equation (21), the function of feature mapping is 
knowledgeable to us. Here to provide an enhanced 
generalization ability we introduce a kernel based NN [28], 
and considering the unknown feature mapping, the K-NN 
matrix can be written as, 

 (22) 

 
(23) 

Where, can be write as  and, K-

NN output function can be written as,  
 
 

(24) 

The label of input data can be determine accordance to output 
node-indexing w.r.t the higher values. Here, we consider the 
cross-validation that has based on the available training-
samples to adjust the kernel of NN.  

 

IV. RESULTS AND ANALYSIS 

Subm  In this section, we will compare the performance of 
classification with the help of pre-processing MBF proposed 
algorithm, which will compared with the several popular 
feature extraction techniques are available such as, MNF [13], 
PCA [14], SPP [15], LPP [16], MSME [17], and SPA [18]. 
Our proposed algorithm uses the real available HSI dataset 
such as Salinas-scene [29] and Pavia University [29]. The 
Salinas-scene was collected through the AVIRIS sensor (224-
bands) over the Salinas valley (at California), also it 
characterized thru the high-level spatial resolution (i.e., 3.7-
meter-pixels), this HSI data available for a sensor-radiance 
data, which includes bare soils, vineyard fields, and 
vegetables. Salinas scene ground truth comprises ‘16-classes’. 
A Pavia University HSI data has acquired thru a ROSIS 
sensor (during flight campaign at Pavia in Northern Italy), 103 
spectral bands with 610*610 pixels and their geometric 
resolution is about 1.3 m. Pavia University ground truth 
comprises ‘9-classes’. The ground-truth comprises 16-classes 
in Salinas dataset, 54129 total sample and, per class total 
samples has given in Table 1(a). In Pavia university dataset, 
ground-truth comprises 16-classes, 54129 total sample and, 
per class total samples has given in Table 1(b). The overall 
accuracy (OA), kappa coefficient of the agreement (KA) has 
been used to acquire the classification accuracy. All 
experiments are perform using MATLAB 2016b on an Intel i5 
3.00-GHz machine with the 8 GB RAM. 
 

Table1: Total number of samples for each class 
1(a) Sixteen classes of Salinas Scene dataset [29] 
Classes Total 

Samples  
C1-Brocoli_green_weeds_1  2009 
C2-Brocoli_green_weeds_2  3726 
C3-Fallow  1976 
C4-Rough_Plow_Fallow 1394 
C5-Smooth-Fallow  2678 
C6-Stubble  3959 
C7-Celery  3579 
C8-Grapes_untrained  11271 
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C9-Soil_vinyard_develop  6203 
C10-Corn_senesced_green_weeds  3278 
C11-Lettuce_romaine_4wk  1068 
C12-Lettuce_romaine_5wk  1927 
C13-Lettuce_romaine_6wk  916 
C14-Lettuce_romaine_7wk  1070 
C15-Vinyard_untrained  7268 
C16-Vinyard_vertical_trellis  1807 
Salinas Scene Total samples 54129 

 
1(b) Sixteen classes of Pavia university dataset [29] 

Classes Total Samples 

C1-Asphalt 6631 

C2-Meadows 18649 

C2-Gravel 2099 

C2-Trees 3064 

C2-Metal sheets 1345 

C2-Bare Soil 5029 

C2-Bitumen 1330 

C2-Self-Blocking-Bricks 3682 

C2-Shadows 947 

Pavia U Total Samples 42776 
 
 

 
Figure 1: Classification results at different training-sample-

sizes (10 to 40) on the SalinasS-dataset 
Figure 1 shows the Classification results at different training-
sample-sizes on the SalinasS-dataset, which varies 10 to 40 
samples size. Our proposed model compares with the several 
existing technique such as, MNF [13], PCA [14], SPP [15], 
LPP [16], MSME [17], and SPA [18]. Considering 10 
sampling size (SS), proposed algorithm MBF performs 8.59%, 
10.4%, 14.37%, 11.3%, 8.2%, 9.7% better overall accuracy 
than the existing feature algorithm MNF [13], PCA [14], SPP 
[15], LPP [16], MSME [17], and SPA [18]. Now at 20 
training-SS, we got 6.9%, 8.8%, 11.8%, 9.3%, 7.38%, 10.12% 
improved overall accuracy than the corresponding feature 
algorithm. Moreover, we computed for the 30 and 40 training-
SS, where we can see the considerable improvement at MBF 
algorithm. At 40 sampling size, MBF performs 6.6%, 6.4%, 
9.56%, 8.34%, 5.3%, 8.85% better overall accuracy than the 
considered feature algorithm. 
 

 
Figure 1: Classification results at different training-sample-

sizes (10 to 40) on the -dataset 

Figure 2 shows the Classification results at different training-
sample-sizes on the PaviaU-dataset, which also varies 10 to 40 
samples size. Considering 40 sampling size (SS), proposed 
algorithm MBF performs 9.26%, 1.49%, 14.4%, 11.9%, 
1.49%, 7.98% better overall accuracy than the existing feature 
algorithm MNF [13], PCA [14], SPP [15], LPP [16], MSME 
[17], and SPA [18]. 
At different samples 10, 20, 30 and 40, the proposed 
algorithm got 93.24, 93.6, 93.84 and 93.9 percent of OA in 
considered Pavia-U-Dataset, similarly while considering 
Salinas-S-Dataset, the obtained OA are 98.57%, 98.8%, 
98.93% and 98.96% (i.e., 10, 20, 30 and 40 SS). 
 

Table2: Classification results of several methodologies on 
the dataset ( ). 

Class 
No. 

MNF 
[13] 

PCA 
[14] 

SPP 
[15] 

LPP 
[16] 

MSME 
[17] 

SPA 
[18] 

MBF 
(PA) 

1 99.8 99.3 98.9 99.4 99.9 88.7 99.74 

2 100 99.6 100 100 100 98.6 99.89 

3 100 99.3 97.2 100 100 98.4 100 

4 99.8 99.7 99.3 99.6 99.9 97.5 100 

5 97.7 96.7 92.7 97.8 98.4 94.6 96.6 

6 99.8 99.7 99.9 99.9 99.9 97 96.7 

7 99.6 98.4 99.2 99.6 99.7 98.5 99.97 

8 85 77.4 78.9 83.1 86.3 75.2 98.73 

9 99.4 98.1 96.2 99.6 99.9 96.4 100 

10 95.6 91.1 91.6 93 97.3 82.8 98.17 

11 99 98.1 96.9 98.6 99 93.8 100 

12 100 100 99.9 100 99.9 92.6 99.67 

13 98.2 99.5 98 98.2 100 87.4 99.5 

14 95.3 93.1 93.9 94.6 98.5 96.8 98.97 

15 74.8 81.9 69.1 66.8 80.5 70.4 98.6 

16 99 98.7 98.5 98.9 97.6 96.3 100 

OA(%) 92.8 91.2 89.6 91.1 94.1 89.6 98.97 

KA(%) 91.9 90.2 88.4 90.1 93.4 88.4 98.85 

 
The classification results of several methodologies on the 
SalinasS-dataset is given in above table 2, where our proposed 
algorithm MBF has compared with MNF [13], PCA [14], SPP 
[15], LPP [16], MSME [17], and SPA [18] on the basis of 
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individual class, overall accuracy (OA%) and KA (%). From 
the table 2, there are five classes, which got 100% accuracy 
through MBF algorithm (classes 3, 4, 9, 11 and 16). Through 
computed OA, MBF has compared with MNF [13], PCA [14], 
SPP [15], LPP [16], MSME [17], SPA [18] and we got 6.23%, 
7.8%, 9.4%, 7.9%, 4.9%, 9.4% improvement in classification 
results. Moreover by computed KA, proposed model MBF has 
compared with MNF [13], PCA [14], SPP [15], LPP [16], 
MSME [17], SPA [18] and we got 7.03%, 8.75%, 10.57%, 
8.8%, 5.5%, 10.57% improvement in the classification results. 
 

Table3: Classification results of several methodologies on 
the dataset ( ). 

Class 
No. 

MNF 
[13] 

PCA 
[14] 

SPP 
[15] 

LPP 
[16] 

MSME 
[17] 

SPA 
[18] 

MBF 
(PA) 

1 87.3 85.5 76.8 84.1 92.3 69.2 90.47 

2 86.7 93.2 76.7 81.3 94.4 82.4 99.58 

3 84.3 89 79.6 80.8 78.1 71.1 93.88 

4 92.7 93.4 93.2 92.6 94 88.7 66.68 

5 100 99.8 99.8 100 100 92.5 90.8 

6 92.8 91.7 83.9 92.5 93.9 78.7 99.9 

7 97.4 97.5 87.1 96.9 96.9 82.5 99.8 

8 91.9 93.9 77.9 89.5 94.3 65.5 96.28 

9 99.9 100 100 100 99.9 96.5 48.97 

OA(%) 89.3 92.2 80.5 86 93.6 79 93.9 

KA(%) 86 89.7 75 81.9 91.5 72.8 91.89 

 
Table 3 shows the classification results of several 
methodologies on the PaviaU-dataset. Through computed OA, 
MBF has compared with MNF [13], PCA [14], SPP [15], LPP 
[16], MSME [17], SPA [18] and we got 4.89%, 1.8%, 14.2%, 
8.4%, 0.3%, 15.8% improvement in classification results. 
Moreover by computed KA, proposed model MBF has 
compared with MNF [13], PCA [14], SPP [15], LPP [16], 
MSME [17], SPA [18] and we got 6.4%, 2.38%, 18.38%, 
10.8%, 0.42%, 20.7% improvement in the classification 
results. From the above result analysis we can say that the 
MBF model has perform very well in every sampling size and 
as per increasing in training-sample-size the overall accuracy 
and KA is also increasing. 

 

V. CONCLUSION 

In this paper, framework based on the MBF has proposed 
after the U-BSA pre-processing step of band selection and the 
extracted feature used for further classification process. The 
monogenetic signal representation from MBF algorithm can 
be given by three operational component; phase, amplitude 
and orientation and that can be used as individually ‘or’ 
combined to optimize the feature performance. Moreover, in 
classification process, the considered cross-validation that 
based on the available training-samples has used to adjust the 

kernel of NN. The proposed algorithm MBF has compared 
with the several popular feature extraction techniques, which 
has shown in result section and from the analysis, we can say 
that the MBF model has perform very well in every 
considered situations. In Salinas-S and Pavia-U dataset, the 
obtained average value of OA w.r.t considered feature process 
is 7.64% and 7.59% through our proposed MBF algorithm. In 
the future work, more sophisticated classification 
methodologies will be explore.  
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